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The European Space Agency (ESA) 
funded the development of a new 
GNSS/INS navigation system 
called DINGPOS to assess the 

potential utility of Galileo signals and 
current (L1) and new (L5) GPS signals 
for indoor positioning. The DINGPOS 
project also investigated new indoor 
positioning methods for pedestri-
ans based on those signals and other  
sensors.

The integrated system may have 
applications as a pedestrian navigation 
system (PNS) for emergency forces and 
in the military domain. A key feature of 
the new system is its support of a coher-
ent integration over several seconds of 
GNSS signal processing and the fusion 
of a multitude of positioning sensors.

The system incorporates an L1/L5 
GNSS software receiver, a microelectro-
mechanical inertial measurement unit 
(MEMS IMU) including a magnetom-
eter and a barometer, WiFi power read-
ings, as well as a ZigBee-based radio 
navigation system. Figure 1 shows a pro-
totype of the system integrated onto a 
backpack.

A software receiver acts as the inte-
gration platform, decoding the GNSS 
signals at E1=L1 and E5a=L5 and syn-
chronizing the IMU, magnetometer, 
barometer, WiFi, and ZigBee data with 
the GNSS intermediate frequency (IF) 
samples. The IMU synchronization 
accuracy is +/- 2 microseconds.

Data processing can be done in real-
time or in postprocessing. The software 
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A common assumption in GnSS receiver design is that 
the coherent integration time should be less than a few 
dozens of milliseconds. This makes perfect sense for 
today’s commercial receivers due to data bit transitions, 
oscillator jitter, and user dynamics. However, a coherent 
integration time of several seconds would mitigate three 
important indoor positioning problems: multipath, cross-
correlation false locks, and the squaring loss. extending 
the integration time has a price, typically requiring an 
assistance data link providing data bits (or the use of pilot 
signals), a stable oscillator, and a sophisticated GnSS/InS 
integration to compensate for non-linear user motion. This 
column describes how those issues have been solved and 
the resulting benefits as demonstrated by a recently built 
prototype with a sensitivity  of around 1.5 dbHz , more 
than 10 decibels beyond the current state of the art.
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receiver provides an application pro-
gramming interface (API) and manages 
the data-flow for this GNSS/INS integra-
tion. DINGPOS specific C/C++ code 
was developed to realize ultra-high sen-
sitivity signal processing and integrated 
positioning (Figure 5). The algorithms 
are loaded into the software receiver as 
dynamic link libraries (DLLs). A second 
software receiver acts as a reference sta-
tion to provide assistance data (includ-
ing navigation message data bits), coarse 
start position, and time synchronization 
via the network time protocol.

The prototype is an ultra-tightly 
coupled (UTC — sometimes also called 
deeply coupled) GNSS/IMU system. 
This integration method — patented 
many years ago — is an excellent way 
to optimally combine the short-term 
stability of the IMU data with the long-
term stability of the GNSS measure-
ments. Many research publications have 
described integrated GNSS/INS systems 
and methods. 

The core elements of this method are 
a strapdown calculation for IMU data 
processing and an error state Kalman 
filter using GNSS observations. The 
strapdown algorithm computes a user 
trajectory (after a coarse/fine alignment 
procedure) and the Kalman filter esti-
mates the error of this trajectory with 
respect to the true trajectory. The filter 
fully controls the GNSS correlation pro-
cess by providing numerically controlled 
oscillator (NCO) rate and phase values 
for code and carrier tracking. 

By linking all GNSS channels via the 
Kalman filter, vector tracking is realized. 
Vector tracking may come in several fla-
vors depending on the observations used 
and the Kalman state vector as summa-
rized in a work by J.-H. Won et alia cited 
in the Additional Resources section near 
the end of this article.

UTC can be realized in a non-coher-
ent and in a coherent way. A non-coher-
ent system uses Doppler and code pseu-
doranges as observations and neglects 
the carrier phase. Its positioning accu-
racy is at the meter level, but it can track 
extremely low power GNSS signals. The 
article by D. Landis et alia listed in Addi-
tional Resources describes a nice proto-
type implementation of non-coherent 
integration. 

A coherent sys-
tem makes use of 
the GNSS carrier 
phase and must be 
able to predict the 
carrier phase from 
its internal states. 
Consequently, the 
(relative) position-
ing accuracy is at 
the millimeter to 
centimeter level; 
however, such sys-
tems generally have 
a reduced sensitiv-
ity compared to 
the non-coherent 
a p pr o a c h .  F u r-
ther details of this 

approach can be found in the article by 
M. Petovello et alia.

For the envisaged DINGPOS pro-
totype we wanted to use a MEMS IMU 
so as to achieve a low bill of materials. 
However, this IMU technology has an 
insufficient gyro bias stability required 
to realize a coherent UTC system, espe-
cially in an indoor environment with 
very inaccurate GNSS updates. There-
fore, the strapdown approach was aban-
doned, and the IMU data was used in a 
different way. 

The new approach allows predic-
tion of the carrier phase within short 
intervals. Thus, we called this scheme 
partially coherent and describe it in the 
next section.

partially Coherent gnss/
ins integration
The key idea of the newly proposed inte-
gration scheme is to combine a strap-
down calculation and step detection into 
a new trajectory type called µ-trajectory. 
The base solution is given by a dead reck-
oning algorithm that detects user steps 
by analyzing the total acceleration of the 
IMU. 

Local acceleration minima identify 
steps (see Figure 2), and the step length 
is derived from the step frequency. The 
heading is derived from the magnetom-
eter and the IMU gyro. Barometer read-
ings help to determine height changes.

The µ-trajectory is composed of 
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FIGURE 1  Mounting of the DINGPOS receiver

FIGURE 2  Step detection based on minima of the total acceleration
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piece-wise smooth segments. Start- and 
end-points of the segments are obtained 
by interpolating the dead reckoning 
solution (see Figure 3). 

The segments are aligned with the 
coherent integration intervals of the 
GNSS signal processing. For each seg-
ment the mean strapdown acceleration 
and velocity is adjusted so that the strap-
down trajectory connects the start and 
end-point.

The IMU and the GNSS antenna are 
mounted very close together (distance 
<15 centimeters), and we can therefore 
ignore lever-arm effects. By constraining 
the strapdown calculation in this way, 
we can estimate the non-linear IMU (= 
antenna) motion with centimeter accu-
racy. In other words, the µ-trajectory can 
be used to predict the carrier phase of 
single segments. 

The phase of the carrier NCO is con-
trolled by the Kalman filter during the 
µ-trajectory segments. Together with 
a data-wipe off and a stable oscillator, 
this algorithm allows use of coherent 
integration times up to several seconds. 
At the segments boundary, the carrier 
phase may change arbitrarily.

The accuracy of the µ-trajectory is 
demonstrated in Figure 4, which shows 
segments of the carrier phase for one 
GPS satellite. For each segment, the 
mean value, a linear term, and quadratic 
term have been subtracted. 

The mean value corresponds to 
the arbitrary phase jump at the seg-
ment boundary; the linear term, to a 
residual Doppler frequency estimate; 
and the quadratic term, to the satel-
lite orbital acceleration that is known 

from the ephemeris 
data. A walking (t < 
177 seconds) user is 
considered as well as 
a segment length of 
two seconds.

Obviously, the 
proposed method 
work s  per fec t ly 
for a static user (t 
> 177 seconds). It 
also works well for a 
walking user and for 
high elevation satel-

lites. For a walking user and lower eleva-
tions, however, the accuracy depends on 
the accuracy of the estimated heading. 
Occasionally, some intervals are affected 
by gross errors, e.g., incorrectly detected 
steps, that cause larger correlation losses 
in the software receiver.

Data Flow
The realization of an ultra-tight GNSS/
INS system is difficult, because it 
requires synchronizing of various data 
before processing. The processing itself 
introduces latencies and requires suitable 
data buffers to accommodate these. 

Figure 5 presents a block diagram of 
the DINGPOS scheme, including other 
positioning methods based on WiFi or 
ZigBee signal power measurements. 
Furthermore, the dead reckoning solu-
tion uses magnetometer and barometer 
data. Assistance data (ephemeris, clock, 
navigation data bits, start position, and 

GNSS time sync.) are received from a 
reference receiver via a TCP/IP connec-
tion.

When the receiver starts up, it obtains 
a coarse time synchronization with an 
accuracy of around 30 milliseconds 
using the network time protocol (NTP) 
via the data link. By means of ZigBee, 
WiFi, or the assistance link, DINGPOS 
gets an approximate start position and 
then acquires GNSS signals via a long 
coherent integration. Tracking begins 
using independent receiver channels. 

At the outset, the GNSS NCOs use 
only the µ-trajectory velocity to adjust 
the NCO rate values (= tight coupling). 
The integration Kalman filter (IKF) 
updates its error state vector with GNSS 
code pseudoranges and WiFi/ZigBee 
positions and provides position correc-
tions and accuracy values to the µ-tra-
jectory generator. 

If the accuracy of the µ-trajectory 
and the clock error falls below a thresh-
old value (e.g., 50 meters for GPS C/A 
code), then the system switches into 
vector tracking (= ultra-tight coupling). 
Suitable state machines control the tran-
sition between tight/ultra-tight coupling 
and between tracking and acquisition of 
GNSS signals.

To leverage the synchronization 
demands, we subdivided the data pro-
cessing in Figure 5 into two main lines:
• Real-time processing: instant dead 

reckoning for µ-trajectory genera-
tion and real-time position output
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FIGURE 3  µ-trajectory (dark wavy line) fitted into the instant dead- 
reckoning solution (circles denote detected steps; crosses are  
interpolated positions) . The trajectory is an estimate of the traveled 
path with a high time resolution.

FIGURE 4  Computed (constrained strapdown) and measured GPS C/A carrier phase of PRN30 for a 
pedestrian using DINGPOS. Black vertical lines are the segments’ boundaries.
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• Delayed processing: delayed dead 
reckoning with Kalman filter error 
state estimation.
The delayed process collects all 

measurements and estimates the posi-
tion error and clock error, which are 
extrapolated and applied to the real-time 
processing. The delayed processing waits 
until all data arrives. 

The extrapolation of the state from 
the delayed processing to the real-time 
epoch can be done precisely, because the 
residual user dynamics (i.e., the dynam-
ics not captured by the dead reckoning) 
is quite low. 

Processing of data (e.g., signal cor-
relation to convert IF samples into pseu-
doranges) shifts the data in the “real-
time” axis but leaves the “data-time” 
unchanged. Step detection works almost 
instantly.

gnss signal processing
The partially coherent GNSS/INS scheme requires modification of the well-known 
GNSS signal correlation formula according to

where tµ denotes the internal receiver time for the received IF signal sample with 
index fs. 

The symbol tNTP denotes the start epoch derived from querying a time server. C 
denotes a generic coherent correlation output (during acquisition or tracking); ssat(tµ), 
the received signal samples; c(tµ-τ(tµ)), the internal PRN code replica samples including 
the (C)BOC/BPSK modulation; d(tµ-τ(tµ)), the navigation message samples; and ω, an 
estimation of the constant Doppler frequency. 

The innovative term is represented by the predicted carrier phase Δφ(tµ) that is 
used to cancel non-linear carrier phase variations during the correlation process. This 
term is absent for short coherent integration times. Note that, due to the long coherent 
integration time, the signal delay τ becomes itself a function of the time tµ.

The predicted carrier phase should match the true carrier phase Δφtrue(tµ) of the 
received signal as closely as possible. Deviations from the true carrier phase cause 
correlation losses, expressed as 
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with

The latter equation includes an estimation of the Doppler 
frequency ω0 being generated during acquisition as well as 
tracking. 

In order to generate the previously mentioned reference 
signal that includes the predicted carrier phase Δφ(tµ), the 
DINGPOS receiver makes available for signal correlation — in 
addition to the received IF signal samples ssat(tµ) — the follow-
ing information:
• estimated µ-trajectory (position and velocity) plus estima-

tion of user clock error and drift delivered from the µ-trajec-
tory buffer

• satellite trajectory (position and velocity), satellite clock 
error, and navigation data bits for each satellite in view 
delivered from an assistance data distribution.

acquisition
Based on the information about the start time of the received 
signal sample vector and the estimated distance between the 
considered satellite and the user, a start spreading code phase 
ρst,j for the reference signal is calculated (the start carrier phase 
is set to zero) for acquisition.

As shown in the following equations, the course of the 
spreading code and carrier phase is incrementally calculated 
over the integration interval based on the relative velocity vj,I 
between the satellite j and the user in combination with the 
assumed user clock drift.

where the signal sampling rate is represented by fs ; Lcode and fcode 
denote the length of the spreading code and its transmission 
rate, respectively. 

The assumed relative receiver clock drift is given by , 
whereas  denotes the l’th candidate of the assumed Dop-
pler frequency grid that has to be scanned, mostly due to the 
uncertainty about the receiver clock drift. Taking into account 
the data bits d and converting the spreading code phase ρj,I 

into the spreading codeword amplitude a, one subsequently 
can generate the baseband replica signal to finally obtain signal 
correlation (1).

For acquisition, the receiver correlates the received and refer-
ence signals by applying a discrete Fourier transformation (DFT) 
and its inverse. Non-coherent combination of coherent corre-
lation results is applied, if necessary, to improve performance. 
After the correlation values C of (1) are calculated for all Doppler 
frequency candidates, the maximum C is determined within the 
assumed timing and Doppler frequency uncertainty interval. 

In order to control the pair of false alarm and detection rate, 
the maximum peak is only accepted if the ratio between the 
maximum and the average correlation value in the uncertainty 
interval exceeds a chosen threshold.

Tracking
While tracking a satellite signal, internal optimized routines 
of the software receiver are used to generate the punctual and 
early-late correlation values for every spreading codeword. The 
“internal correlation” block (refer to Figure 5) receives an actual 
value of the code and carrier phase rate for each PRN code 
sequence (e.g. every 1-ms for GPS the C/A-code). Both rates 
are determined based on the actual relative velocity between 
user and satellite (derived from the corresponding µ-trajectory 
data) and clock drifts. 

In addition, the NCO code phase is set at the start of a long 
coherent integration interval in case of vector tracking. Its 
calculation is based on the corresponding pseudorange that is 
determined from the satellite and user µ-trajectory data, clock 
errors, and the modeling of the ionospheric and tropospheric 
error. Thus, the internal code phase can “jump” at coherent 
integration interval borders.

The partial correlation results for each codeword in the inte-
gration interval are held in memory and are coherently com-
bined to obtain the total result. The availability of the partial 
correlation results creates the opportunity to combine them 
alternatively, assuming an additional frequency offset ω, the 
size of which is determined by the accuracy of the clock drift 
estimation. Consequently, one can generate punctual correla-
tion results as a function of an assumed residual frequency 
offset grid. 

Finally, one selects that punctual correlation value with the 
largest magnitude and assumes the corresponding frequency 
offset as the actual frequency discriminator value (= maximum 
likelihood Doppler estimation). This allows DINGPOS to main-
tain long coherent accumulation intervals, although the clock 
drift changes might be larger than the inverse of the coherent 
integration time (such changes would spoil a standard carrier 
tracking loop).

At the end of an integration interval, the receiver calcu-
lates updated pseudoranges that combine the pseudoranges at 
the start of the interval, the change of the geometric distance 
(based on user and satellite trajectory) during the interval, 
clock drifts, and the code and frequency phase discriminator 
outputs determined at the end of the interval. The updated 
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pseudoranges are provided to the observation buffer (refer to 
Figure 5) for further processing.

Test results
We will present the results of two tests of the DINGPOS proto-
type. The satellite signals were generated by an RF level GNSS 
signal simulator which is connected to the software receiver. The 
GNSS signal simulator is synchronized to a simulation of the 
dead reckoning, WiFi, ZigBee, and μ-trajectory subsystems. 

The test design assumes that the user walks along a rectan-
gle. The simulated trajectory is based on RTK data derived from 
an actual pedestrian excursion. The μ-trajectory subsystem 
generates trajectory segments with a length of one second.

The first test shows an example of the estimated carrier-to-
noise ration (C/N0) during tracking of a Galileo E1B+C signal 
(Figure 6) together with the power profile that is applied during 
signal generation. We used a coherent integration time of one 
second without non-coherent combinations. 

The receiver starts with independent channel tracking 
and after 825 seconds switches to vector tracking using six  
satellites. The averaged C/N0 (bold line in Figure 6) also nicely 
demonstrates the difference of a nominal C/N0 of 1.5 dBHz (t 
= 1000 – 1100 s) and, if no signal is present, (t = 1100 – 1200 
s). This is one method to verify that the system is able to track 
GNSS signals at 1.5 dBHz over 100 seconds. Further tests will 
indicate the ultimate sensitivity of the system. 

The second test result shows the obtained squared correla-
tion values at the acquisition of a Galileo E1B+C (PRN1) signal 
with a C/N0 = 3 dBHz. The peak search spans 24 millisecond in 
the time domain and 8 hertz in the frequency domain. A coher-
ent integration interval of one second with 20 non-coherent 
combinations is applied. Figure 7 clearly shows the true cor-
relation peak at zero delay and a Doppler frequency offset of 
approximately four hertz, verifying that the quality of the μ-tra-
jectory segments is sufficient to support a coherent integration 
time of one second.

Benefits of Long Coherent integration
Coherent integration provides a number of advantages com-
pared to non-coherent integration. These benefits shall be out-
lined in the following sub-sections.

Multipath Mitigation in the Doppler Domain. The correlation 
process itself suppresses multipath signals if the multipath 
Doppler frequency differs from the line-of-sight Doppler fre-
quency. This phenomenon is related to synthetic aperture signal 
processing and in more elementary terms is called pre-correla-
tion suppression. 

A multipath signal is suppressed by

where fD is the Doppler difference of the line-of-sight signal to 
the multipath signal.

For an omnidirectional antenna and a user moving with a 
speed v, the multipath probability expressed as a function of 
the Doppler difference is given by the Jakes density: 
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where the maximum possible Doppler frequency fDmax is

Figure 8 shows the Jakes PSD (v = 1 m/s) and the product 
Lpre(fd)P(fd). For coherent integration times larger than 20 mil-
liseconds, multipath is mitigated.

Cross-Correlation protection by Data wipe-off. When we want 
to track a weak indoor signal, we face the problem that cross-
correlation peaks of a strong signal (coming through a window, 
for example) with the weak signal replica are occasionally larger 
than the desired auto-correlation peak.

The PRN codes themselves provide a certain level of cross-
correlation protection. This protection is enhanced when inte-
grating over intervals longer than a data bit, assuming that the 
data bits from the two satellites differ from each other. Math-
ematically, the normalized cross-correlation is expressed as

where the indices s and w refer to the strong and weak signal. 
The cross-correlation depends on the relative code phase τ and 
Doppler ω of the two signals as well as on the given data bit 
configuration d.

For independent channel tracking, the channel of the weak 
signal may lock onto a cross-correlation peak. The protection 
(expressed as signal power difference) is

Averaging over all data bit configurations, the cross-cor-
relation protection is obtained by 

Assuming the data bits are independent binary {+1, -1} and 
uniformly distributed random variables, an admissible code 
phase shift of [0…1023 chips] and an admissible Doppler dif-
ference from -5 kHz to +5 kHz in steps of 500 hertz yields the 
numerical values listed in Table 1 for the GPS C/A code signal. 
Data bit transitions are assumed to be non-aligned and a num-
ber of 500 data bit configurations was considered.

Cross-Correlation protection by Vector-Tracking. When a 
receiver is in the vector-tracking mode, which makes use of 
inter-satellite path correlation, it cannot lock onto a signal 
cross-correlation peak because it is virtually impossible that 
the cross-correlation peak follows the desired auto-correlation 
peak. Vector tracking (with the help of the other receiver chan-
nels or the IMU) pushes the channel away from the cross-cor-

relation peak.
In contrast, an 

independent chan-
nel may lock onto 
the cross-correla-
tion peak. Overall, 
the cross-correla-
tion protection is 
enhanced by vector 
tracking, because 
the cross-correlation effect on signal tracking changes its 
nature. The cross-correlation only acts as an additional noise 
to weak signal tracking with a noise power of

Examples of protection values are listed in Table 1. A value 
of 0 decibel (in the vector tracking column) means that the 
cross-correlation noise power is identical to the auto-correla-
tion power. Overall, we find that in vector tracking and with 
a two-second coherent integration time, cross-correlation is 
perfectly mitigated.

reduced squaring Loss. It is well known that the accuracy σobs 
of a code pseudorange measurement (or a Doppler measure-
ment) follows the generic formula

Here B is the tracking loop bandwidth, and α is a suitable 
constant. For low C/N0 values, the squaring loss (the term in the 
parentheses) strongly increases. The squaring loss is partially 
mitigated by a longer coherent integration time. Furthermore, 
the squaring loss also diminishes the acquisition sensitivity.

other Building Blocks
Even the most sophisticated GNSS signal processing will come 
to its end in a severe indoor environment. To continue the posi-
tioning service, DINGPOS receivers use WiFi and ZigBee sen-
sors. Furthermore, the receiver oscillator and the assistance data 
link is of utmost importance as the time dimension cannot be 
aided by the IMU. Map-matching is not considered in this proj-
ect but is a very suitable tool to stabilize the user trajectory.

receiver oscillator. As shown in equation (2), the receiver 
clock error needs to be linear during the coherent integration 
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Coherent 
integration 

time

Independent 
channel 

protection (11)

Vector tracking 
protection 

(12)

20	ms -21.1	dB -38.7	dB

200	ms -27.1	dB -54.0	dB

2	s -32.5	dB -61.3	dB

TABLE 1.  PRN1/2 GPS C/A cross-correlation 
protection in independent channel mode and 
vector tracking mode.
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time. Oscillator jitter or drift changes may otherwise corrupt 
the correlation results. A conservative bound 

of the oscillator Allan variance at Tcoh = 10 seconds requires it 
to be much smaller than 3.2 × 10-11 [9] to achieve a coherent 
integration time of 10 seconds. The specification of the oven-
controlled crystal oscillator (OCXO) GNSS front-end used in 
the DINGPOS provides a typical Allan variance at 10 seconds 
of 10-11. 

We can explicitly verify correlation losses due to the 
OCXO jitter by measuring the true carrier phase Δφtrue(tµ) for 
a given GPS satellite at high signal-to-noise values. The test 
setup requires a static user position. The true carrier phase is 
computed as the unwrapped argument of the complex valued 

prompt correlator. The true carrier phase is compared against 
a prediction based on previous IKF estimate of the clock drift. 
Figure 9 shows the segment-wise detrended values of the true 
and predicted carrier phases.

The parabolic shape of the individual segments is caused by 
the satellite acceleration during the coherent integration inter-
val of 10 seconds. We found that the OCXO is quite stable and 
10-second correlation losses are well below one decibel. Our 
experience is in concordance with the conjecture in the paper 
by G. López-Risueńo (see Additional Resources) that (14) is a 
quite conservative bound.

assistance Data Link. DINGPOS signal processing relies on 
the availability of satellite ephemeris and clock information 
as well as on the broadcast navigation data bits. These data 
are transferred over a TCP/IP-based link. The rover internally 
delays signal processing by several seconds to allow a certain 
delay in the assistance data transfer. Such a delay is eventu-
ally caused by the use of wireless communication means — by 
nature prone to discontinuity — due to a slow connection or 
even an interruption of the transmission link.

The assisted-GNSS (A-GNSS) solution relies upon a remote 
procedure call (RPC) client-server architecture, aiming to 
exchange data between indoor (fixed) and outdoor (roving) 
platforms, strongly mitigating uncertainty on wireless link con-
tinuity. RPC provides a good compromise between complexity, 
efficiency, real time operation, and robustness, at the price of a 
very limited overhead on the size of exchanged IP packets. 

Both the indoor and the outdoor operating software receiv-
ers are supplemented with a custom RPC application layer and 
RPC client functions, through DLL components loaded into the 
receiver. Figure 10 depicts transfer of GPS/Galileo navigation 
information encoded in an engineering format. Note that RPC 
servers can be, in principle, activated on any host within the 
DINGPOS wireless LAN.

The software receiver’s interface DLL implementation 
is such that in case of a wireless communication signal loss, 
RPC clients attempt to autonomously restore their connection 
with servers. Queues allow the system to mitigate asynchro-
nous aspects in the operation between two sides (fixed, rover) 
and any eventual temporary lack of digital communication 
exchange capability. Critical information is never lost or cor-
rupted and can be retrieved at later time instants, as soon as a 
new, successful digital connection is established.

wiFi and ZigBee sensor. Because the positioning error of dead 
reckoning systems grows with time and distance traveled and 
GNSS is often severely degraded indoors, other means of posi-
tion updates have to be found for those scenarios. WiFi can 
be used to provide proximity positions in such environments. 
Nowadays, in most buildings WiFi access points are installed 
that can be used as the necessary infrastructure.

WiFi can be used for positioning, measuring the received 
signal strength (RSS). Ranging of several access points (APs) 
is not feasible today, because precise time synchronization of 
WiFi APs has not been implemented so far. This may change 
in the future.

FIGURE 9  Segments of 10-second duration of the predicted and the mea-
sured GPS C/A carrier phase (PRN29) for a static position.

FIGURE 10  DINGPOS solution for exchanging NAV message engineering 
information
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The WiFi interface card of the 
DINGPOS notebook computer is used 
to determine the access point that is 
nearest to a user. The software receiver 
scans the visibility of all access points 
and provides their signal strength (RSSI, 
received signal strength indicator) in an 
interval of two to three seconds. 

Based on the MAC (media access 
control) addresses and SSIDs (Service 
Set Identifiers) of the network nodes, 
the access points are uniquely identified 
and mapped to their known coordinates 
in WGS84. Proximity is determined by 
a system of several rules with the main 
parameter being the RSS of individual 
APs. To establish proximity to an individ-
ual AP, its RSS must exceed a predefined 
threshold. By adjusting this threshold, the 
detection range can be adjusted. 

Secondly, a significant RSS difference 
to neighboring APs must be measured, 
with signal strength differences usu-
ally in the range of two to four decibels. 
When a user is near a strong-signal AP, 
the measured signal strength of other 
strong APs decreases. This RSS fading 
allows the use of the derivative of the 
RSS values of neighboring APs to the 
determine that the user is in the prox-
imity of the strong-signal AP. 

Another positioning option is provid-
ed by a ZigBee-based positioning system 
attached to the DINGPOS receiver. It con-
sists of a wireless direct sequence spread 
spectrum radio module operating in the 
2.4 GHz ISM band, integrated with a USB 
digital interface board (see Figure 11). 

ZigBee positioning exploits “fin-
gerprints of received signal strength 
measurements obtained during a cali-
bration campaign. The roving ZigBee 
device receives wireless signals from a 
number of fixed RF emitters of the same 
type; user position is established based 
on received power levels from each indi-
vidual source.

positioning results
The DINGPOS receiver prototype is 
currently the subject of intensive test-
ing. Especially when using postpro-
cessing techniques, the system clearly 
outperforms GPS-only high sensitivity  
solutions.

A typical positioning result is shown 
in Figure 12. It is obtained in a mixed 
outdoor/indoor environment. Outside 
the GPS C/A signal strength is around 
33-52 dBHz. Inside the building it falls 
below 10 dBHz; only occasionally 1-2 
satellites reach higher power levels. Due 
to the UTC scheme and the stable oscil-
lator, the system is able to track all GPS 
signals continuously. 

Furthermore, the system mitigates 
multipath (see mark in Fig. 12, that 
occurs before entering the building) 
when a 2-second coherent integration 
time is used instead of 57 non-coherent 
summations of 35-millisecond coherent 
intervals. Note: the rather odd value of 35 
milliseconds is due to a technical limita-
tion during data recording, but 35 milli-
seconds is considered to be representative 
for the typical value of 20 milliseconds.

Conclusions
So far, the system clearly demonstrated 
the ability to integrate coherently up 
to two seconds (dynamic) or up to 10 
seconds (static) in the tracking mode. 
Signal acquisition 
can reach up to 
one-second coher-
ent integration time. 
All values might 
increase in future. 
The simulat ions 
carried out with 
the signal simula-
tor nicely verified 
the expected per-
formance with the 
GPS/Galileo/GATE 
signals on L1=E1 
and L5=E5a.

O f  s p e c i a l 
importance is the 
use of the L5 signals. 
Switching from a 
BPSK(1) signal to 
a BPSK(10) signal 

roughly corresponds to an equivalent 
C/N0 increase of between 20 decibels 
(no squaring loss) and 40 decibels (with 
squaring loss) in terms of equivalent 
thermal noise ranging errors.

The test with a real GPS C/A-code sig-
nal demonstrated that the system is able 
to track signals better than a state-of-the-
art chip set. Furthermore, gross pseudor-
ange errors (caused by cross-correlations 
or as loss-of-lock precursors) were virtu-
ally absent with vector tracking switched 
on and a long coherent integration time. 
Multipath is successfully mitigated in the 
Doppler domain.
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FIGURE 11  ZigBee-based positioning system

FIGURE 12  Real GPS C/A positioning results (thin black line = true trajec-
tory, thick black line = dead reckoning, green line = ultra-tight coupled 
(UTC) GNSS/INS solution with two-second coherent integration time, 
red line = UTC solution with 35 millisecond coherent integration time 
and 57 non-coherent integrations)
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