The theory of optimal alignment of GNSS navigation signals is evolving. While current GNSS efforts assume signals to be on only one carrier frequency, varying amplitudes of more than two signals can greatly reduce system efficiency. Alignment of these amplitudes can reduce system losses provided that the best signal combination is chosen. This column reviews applicable alignment methods and proposes a new methodology for selecting the optimal signal combination.

GNSS current development assumes the broadcasting of a set of binary navigation signals on one carrier frequency. The sum of two or more signals has varying amplitude that reduces the power amplifier efficiency. This effect results in the need for aligning the group signal amplitude.

This article presents the comparison of optimal aligning with other well-known alignment methods (such as alternate binary offset carrier—Alt-BOC—or interplex modulation) and includes an overview of signal alignment methods. The discussion will introduce a new symmetrized signals class, ensuring significant reductions in the aligning loss factor, is introduced. For instance, use of interplex modulation for three equipollent binary phase signals results in 25 percent power loss, while optimal aligning with symmetrization provides for only 12.7 percent loss. The use of optimal aligning for four signals yields a loss of 14.64 percent.

The article also describes our methodology for choosing the best signal combination. As an example, optimal combinations of three and four signals were discovered. Further, it also proposes design for GLONASS L3 and L5 signals based on summarizing the Alt-BOC signal.

Introduction

The navigation signals emitted by the first generation of GLONASS and GPS satellites were binary signals located on two carrier wave quadratures. One of these quadratures was allocated for the open access signals, $S_{as}(t)$, and another one for the authorized access signals, $S_{as}(t)$:

$$S_{as}(t) = S_{as}(t) + jS_{as}(t) = θ_1(t) + jθ_2(t)$$

where $θ_1(t) = ±1$, $i = 1, 2$ are the binary code sequences. Meanwhile, if we have arbitrary binary signals, $θ_1(t)$ and $θ_2(t)$, the amplitude of the composite signal is kept constant:
and only the phase of the composite signal changes.

This is a particularly important property for the efficient operation of the power output satellite-signal amplifier. Efficiency of this amplifier in linear mode, which is necessary for signal amplification with variable amplitude, suddenly decreases in comparison with the saturation mode where signal amplification with a constant amplitude is possible.

In further GNSS development, the necessity of structural enhancement of the signals transmitted on the same carrier arose. New and more effective modulation types were created. Use of signal division for open- and authorized-access transmissions on pilot and data components was suggested to provide increased interference immunity of the user equipment (UE).

For the purpose of maintaining the operability of earlier UE models (“backwards compatibility”), the emission of “legacy” signals must be continued invariably for a long time. This all requires the emission of more than two binary signals on one carrier frequency.

However, the sum of more than two independent binary composite signals has a variable amplitude. The different means of alignment of the amplitude leads to different energy losses and introduces the possibility of mutual interference between the components of the composite signal. Hence, the need arose to find optimal methods for the sum alignment of binary complex signals. The first task is providing minimum energy losses. The second task is researching the value of possible mutual interferences and possible power redistribution between the component signals of the sum.

An obvious solution to sum alignment task for new signals consists of the application of their time-division multiplex. Such decisions are already applied in the current GLONASS system and GPS L2C signals. In this case, energy losses on alignment equal zero. However, the time-division multiplex has a number of essential faults. Time-division multiplex cannot be applied for augmentation of the legacy signals’ structure, and we cannot augment the signals generated on the basis of time-division multiplex in the future. For this reason, in this work we consider the alignment methods of binary composite signals other than time-division multiplex.

### Review of Current Alignment Methods

In the literature we can find the following methods applied for signal alignment in different initial conditions: interplex modulation and AltBOC modulation (For full citations, see the Additional Resources section near the end of this article): Interplex modulation was proposed by U. T. Butman for the alignment task solution when the third noncorrelated binary signal \( \theta_3(t) \) is added to the two previously noncorrelated binary signals \( \theta_1(t), \theta_2(t) \) located on different quadratures of the carrier. This third signal sums with the signal located on one of the quadratures and, as a result, forms the composite signal \( S_{\Sigma}(t) \). For \( S_{\Sigma}(t) \) alignment, the leveling signal, \( e(t) \), is added into another quadrature:

\[
|S_{\Sigma}(t)| = \sqrt{\alpha_1^2 + \alpha_2^2} = \sqrt{2} = \text{const}
\]

and only the phase of the composite signal changes.

The algorithm for generating the leveling signal, \( e(t) \), can be synthesized from the constant condition of amplitude, \( S_{\text{out}}(t) \). Taking into account that \( \theta(t) \) takes only the value \( \pm 1 \), we obtain:

\[
S_{\text{out}}(t) = \alpha_1 \theta_1(t) + \alpha_2 \theta_2(t) + e(t) = \alpha_1 \theta_1(t) + \alpha_2 \theta_2(t) + j[\alpha_1 \theta_1(t) + \alpha_2 \theta_2(t)]
\]

Here, \( \alpha_i^2, i = 1, 3 \) is the power of the \( i \)th component in the composite signal.

In Figure 1, thick lines show the sum vector, \( S_{\Sigma}(t) \), for the cases when \( \theta_3(t) = \pm 1 \). The dotted lines identify the vectors of the leveling signal \( e(t) \), also for the cases when \( \theta_3(t) = \pm 1 \). The amplitude of the alignment sum \( S_{\text{out}}(t) \), equals two and the directions along axis I and Q take equal parts of time. This fact proves that signal amplitudes at the outputs of navigation receiver correlators under the action of sum alignment, \( S_{\text{out}}(t) \), will be equal to its input.

Based on the noncorrelation of mutual signals, \( \theta_i(t) \), \( i = 1, 3 \) we can easily prove noncorrelation of \( e(t) \) with any of \( \theta_i(t) \), \( i = 1, 3 \) signals. For example, for \( \theta_2(t) \) we obtain:

\[
e(t) \theta_2(t) = -\alpha_1 \alpha_3 \theta_1(t) \theta_2(t) \theta_3(t) = 0
\]

where the line at the top represents the time integration on the computing interval of correlation integrals in the receiver correlator. The noncorrelated quality of the signals, \( \theta_i(t) \), \( i = 1, 3 \)
with each other and their noncorrelation with the leveling signal, e(t), supports the absence of mutual interferences and interferences that occur due to the input of the leveling signal.

The power of the leveling signal, e(t), defines the losses related to alignment. The power is equal to \( P_e = \frac{(\alpha_1 \alpha_3 / \alpha_2)^2}{\alpha_1^2 + \alpha_2^2 + \alpha_3^2 + (\alpha_1 \alpha_3 / \alpha_2)^2} \) (8).

We can easily show that the LCA does not depend on absolute values of \( \alpha_i \), but only on relative values, \( \mu_i = \alpha_i / (\alpha_1^2 + \alpha_2^2 + \alpha_3^2) \). For this purpose we should divide the numerator and the denominator in (8) by

\[ \sum_{k=1}^{3} \alpha_k^2 \]

that reduces to (9):

\[ \eta = \frac{\mu_i \mu_m / \mu_2}{1 + \mu_i \mu_m / \mu_2} \] (9)

Equation (9) for LCA allows us to optimize the composite signal, \( S_{\text{tot}}(t) \), for alignment. Actually, \( \eta \) monotonously reduces with augmentation, \( \mu_i \), which identifies the fractional power of the signal coincident on the quadrature with the leveling signal, e(t). Hence, under the given power \( \alpha_i^2 \) of the component signals, the signal with the maximum \( \alpha_i = \max_i \{\alpha_k\} \), should be the unique one on its quadrature in the composite signal \( S_{\text{tot}}(t) \), i.e.,

\[ S_{\text{tot}}(t) = \alpha_i \theta_i + \alpha_m \theta_m = \left( \alpha_i \theta_i - \frac{\alpha_m}{\alpha_i} \theta_i, \theta_i \right) \] (10)

where \( k \neq m \neq i \). The LCA of such a signal is

\[ \eta = \frac{(\alpha_k \alpha_m / \alpha_i)^2}{\alpha_1^2 + \alpha_2^2 + \alpha_3^2 + (\alpha_k \alpha_m / \alpha_i)^2} = \frac{\mu_k \mu_m / \mu_i}{1 + \mu_k \mu_m / \mu_i} \] (11)

Normalization of \( \mu_i \) coefficients in (9) allows us to present them as the points on the unit sphere by means of the angles, which assign the latitude B and longitude L.

\[ \sqrt{\mu_1} = \cos B \cos L, \sqrt{\mu_2} = \cos B \sin L, \sqrt{\mu_3} = \sin B \] (12)

at, \( B \in [0, \pi/2], L \in [0, \pi/2] \). This allows us to present dependence LCA from \( \alpha_i \) via B and L. This relationship in the form of level lines is shown in Figure 2.

We can specify three fields. In each field one of, \( \alpha_i, k = 1, 3 \) is maximal. The maximum value of LCA, \( \eta = 0.25 \) at alignment with the method of interplex modulation will be at the power equality of the composite signals, \( \alpha_i^2 = \alpha_2^2 = \alpha_3^2 \) (\( \mu_i = \mu_2 = \mu_3 \)), when

\[ B = \arctg(\sqrt{2}/2) \]

and \( L = \pi/4 \). Such a value of LCA cannot be considered acceptable because the power of the aligned and useful component signals is equal. That is why both GPS and Galileo systems chose component signals that are not equal in power. From (8) it follows that \( \eta = 0.177 \) for GPS, and \( \eta = 1/9 \approx 0.1 \) for Galileo. This is less than \( \eta = 0.25 \) under the condition of equal power. Hereafter, we will provide several options that reduce the losses on the alignment of equal-strength signals if we combine these signals on the same or nearby frequencies.

AltBOC modulation was developed for the transfer of two independent pairs of orthogonal binary signals, located on close carrier frequencies, via common antenna. If we amplify these signals separately, we should carry out band-pass filtering of each one before their integration for emission. Due to the closeness of carrier frequencies, such a filtration leads to inadmissible distortions in emitted signals. These distortions are removed by means of common signal generation from two independent signals followed by signal amplification in one power amplifier. This option provides the necessary common signal alignment.

AltBOC modulation is used in the Galileo system for emission of two independent signals over the range E5a-E5b on different carrier frequencies. The authors who recommended

Three-component signals of the L1 GPS band and E1-L1-E2 Galileo band, which apply the interplex modulation meet the optimality condition. Actually, as discussed in the article by E. Robeyrol et alia, in the GPS power ratio, \( \alpha_2^2 : \alpha_3^2 : \alpha_1^2 = 0 \text{ dB} : 0.5 \text{ dB} : -3 \text{ dB} \), i.e., the C/A signal with maximum power \( \alpha_2^2 = 0.5 \text{ dB} \) is the unique one on its quadrature. This particular case of interplex modulation, suggested by P. Dafesh et alia, received its own name CASM (coherent adaptive subcarrier modulation). In Galileo, for alignment of the CBOC-signal (composite binary offset carrier) — which is the original version of the BOC signal — at power ratio \( \alpha_2^2 : \alpha_3^2 : \alpha_1^2 = 1:2:1 \), the second component PRS signal has been singled out into a special quadrature, and the data and pilot components of the open access signal combine on a common quadrature.

Normalization of \( \mu_i \) coefficients in (9) allows us to present them as the points on the unit sphere by means of the angles, which assign the latitude B and longitude L.

\[ \sqrt{\mu_1} = \cos B \cos L, \sqrt{\mu_2} = \cos B \sin L, \sqrt{\mu_3} = \sin B \] (12)

at, \( B \in [0, \pi/2], L \in [0, \pi/2] \). This allows us to present dependence LCA from \( \alpha_i \) via B and L. This relationship in the form of level lines is shown in Figure 2.

We can specify three fields. In each field one of, \( \alpha_i, k = 1, 3 \) is maximal. The maximum value of LCA, \( \eta = 0.25 \) at alignment with the method of interplex modulation will be at the power equality of the composite signals, \( \alpha_i^2 = \alpha_2^2 = \alpha_3^2 \) (\( \mu_i = \mu_2 = \mu_3 \)), when

\[ B = \arctg(\sqrt{2}/2) \]

and \( L = \pi/4 \). Such a value of LCA cannot be considered acceptable because the power of the aligned and useful component signals is equal. That is why both GPS and Galileo systems chose component signals that are not equal in power. From (8) it follows that \( \eta = 0.177 \) for GPS, and \( \eta = 1/9 \approx 0.1 \) for Galileo. This is less than \( \eta = 0.25 \) under the condition of equal power. Hereafter, we will provide several options that reduce the losses on the alignment of equal-strength signals if we combine these signals on the same or nearby frequencies.

AltBOC modulation was developed for the transfer of two independent pairs of orthogonal binary signals, located on close carrier frequencies, via common antenna. If we amplify these signals separately, we should carry out band-pass filtering of each one before their integration for emission. Due to the closeness of carrier frequencies, such a filtration leads to inadmissible distortions in emitted signals. These distortions are removed by means of common signal generation from two independent signals followed by signal amplification in one power amplifier. This option provides the necessary common signal alignment.

AltBOC modulation is used in the Galileo system for emission of two independent signals over the range E5a-E5b on different carrier frequencies. The authors who recommended
AltBOC modulation describe it in the papers by L. Lestarquit et alia and G. W. Hein et alia and listed in Additional References) as a particular method, which leads to amplitude stability of the leveling signal. The main principle of AltBOC modulation is not described and remains unclear.

The foregoing review demonstrates the unsatisfactory status of sum alignment theory of navigation signals in GNSS. The various alignment methods do not have a common theoretical basis and have been developed by the designers based on an intuitive approach. Alignment principles serving as the basis of AltBOC modulation remain unclear.

### Synthesis of Alignment Methods Based on LCA Minimum Criterion

In the general case, the composite signal, which should be aligned, can be noted as

\[ S_z(t) = |S_z(t)| \exp[j \cdot \psi_z(t)] = \sum_{i=1}^{M} S_i(t) \]  

where \( \psi_z(t) \) is the phase of the composite signal; \( S_i(t), i = 1, M \) is the \( i^{\text{th}} \) component of the composite signal \( S_i(t) = \alpha_i \theta_i(t) \exp[j \cdot \psi_i(t)] \); \( \alpha_i^2, i = 1, M \) is the power of the \( i^{\text{th}} \) component, \( \theta_i(t) = \pm 1; \psi_i(t) \) is the vector angle in the complex plane with the values \( \theta_i(t) = \pm 1 \) along it; and \( M \) is the number of components in the composite signal, \( S_z(t) \).

Let us introduce the aligned composite signal, \( S_a(t) \), like this:

\[ S_a(t) = S_z(t) + S_c(t) = C \cdot \exp[j \cdot \varphi_a(t)] \]  

where \( S_c(t) \) is the leveling signal which is defined by amplitude \( C \) and phase \( \varphi(t) \). Taking into account (13) and (14), LCA can be shown thus:

\[ \eta = \frac{|S_z(t)|^2}{|S_a(t)|^2} = \frac{|S_z(t)|^2}{C^2} \cdot \frac{C \cdot \exp[j \cdot \varphi_a(t)] - S_z(t)|^2}{C^2} = \frac{1 - |S_a(t)|^2}{C} \]  

where

\[ S_a(t) = |S_z(t)| \exp[j \cdot \psi_z(t) - \varphi_a(t)] \]  

Minimum LCA along the amplitude \( C \) with fixed value \( \varphi_a(t) \) can be found by evaluating the following equation:

\[ \frac{\partial \eta}{\partial C} = 2 \Re \left[ \frac{S_z(t)^2}{C} \right] - 2 \Re \left[ \frac{S_z(t)}{C} \cdot \frac{S_z(t)}{C^2} \right] = \frac{1}{C^2} \cdot 2 \Re \left[ \frac{S_z(t)^2}{C} \right] = 0 \]  

Hence, we obtain:

\[ C_{\text{opt}}(\varphi_a(t)) = \frac{|S_z(t)|^2}{\Re \left[ \frac{S_z(t)}{C} \right]} = \frac{|S_z(t)|^2}{\Re \left[ \frac{S_z(t)}{C} \right]} \]  

(18)

Substituting (18) into (15) yields:

\[ \eta_{\text{min}} = \min_{\varphi_a(t)} \left\{ 1 - \frac{\Re \left[ S_z(t) \right]}{|S_z(t)|^2} \right\} = \min_{\varphi(t)} \left\{ 1 - \frac{\Re \left[ S_z(t) \right]}{|S_z(t)|^2} \right\} \]  

(19)

In the general case, \( (\Re(x))^2 \leq |x|^2 \), and equality can be reached only when the value of \( x \) equals 0. Hence, taking (16) into account, the minimum (19) according to \( \varphi_a(t) \) can be reached in this way:

\[ \varphi_a(t) = \psi_z(t) \]  

(20)

and in this case,

\[ C_{\text{opt}} = \frac{|S_z(t)|}{|S_z(t)|^2} \]  

(21)

\[ \eta_{\text{min}} = 1 - \frac{|S_z(t)|}{|S_z(t)|^2} \]  

(22)

From (20) and (21) it follows that the optimal alignment method should keep constant the phase of the composite signal, \( S_z(t) \), at every moment and align the signal’s amplitude to that value which is equal to the relation of the average power of the composite signal to the average value of its amplitude. From the basic property

\[ \min|S_z(t)| < C_{\text{opt}} \leq \max|S_z(t)| \]

and \( C_{\text{opt}} \geq |S_z(t)| \), it follows that in the general case, amplitude of the optimally aligned composite signal is more than the average amplitude \( C \) of the composite signal, \( S_z(t) \).

Clearly, then, only the relative correlation between amplitudes \( S_z(t) \) and \( S_a(t) \) is important and not the absolute value of the amplitude \( C \) of the aligned signal. For this reason, we will take on a value \( C_{\text{opt}} = 1 \). With this proviso, we haveproved a very simple, but not quite expected result: generation of the optimally aligned composite signal is carried out by means of a simple and well known procedure of tight restriction of the composite signal:

\[ S_a(t) = \text{sign} \cdot |S_z(t)| \exp[j \cdot \psi_z(t)] \]  

(23)

where, for the complex value,

\[ \text{sign}(x) = \frac{x}{|x|} = \exp[j \cdot \arg(x)] \]

Note that the aforementioned method of optimum alignment does not define the aligned composite signal \( S_a(t) \) on time intervals, where \( S_z(t) = 0 \). The exit from this uncertain situation can be inferred from physical reasoning. On time
intervals where $S_\Sigma(t) = 0$, outputs of all correlator multipliers of the receiver are equal to zero. Hence, on these intervals we should configure an aligned composite signal that also would also give zero contributions to correlator outputs of the receiver. For this purpose one can obviously use the aligned composite signal, which is taken on the opposite values with equal amplitudes for equal time.

We would like to note that if the earlier input minimum criterion of LCA is added to the requirement of equality of correlator outputs of the navigation receiver, then the method of optimum alignment changes considerably. For example, with a numerical search method, the optimal alignment of a three-component sum of signals is determined to be $\{\psi_i\} = \{0, 0, \pi/2\}$ based on the criterion of minimum coefficient of losses and equivalence of correlator outputs of navigation receivers, which leads to phase values of the composite signal $[\varphi_i] = \{0, \pi/2\}$. In such a case, we reach minimum LCA which equals 0.25. This exactly corresponds to alignment with the interplex modulation method wherein the vectors’ phases of the composite signal, $S_\Sigma(t)$, are changed.

**Effect of Optimally Aligned Composite Signal on Receiver Correlators**

Let us calculate the average value from the product (correlation integral)

$$S_x(t)S'_x(t) = (S_a(t) - S_x(t))S'_x(t) = S_a(t)S'_x(t) - |S_x(t)|^2 = C_{xx}[S_x(t) - |S_x(t)|^2] = 0$$

(24)

where (20) and (21) are taken into account. Therefore, we see that the optimal leveling signal, $S_e(t)$, is orthogonal to the composite signal, $S_\Sigma(t)$.

Next we will consider the so-called symmetric signals with the optimal alignment that keeps constant not only the sum of correlator outputs but also the outputs of each correlator.

**Symmetrical Sums of Binary Composite Signals**

Let us specify the sum

$$S_x(t) = \sum_{i=1}^M S_i(t)$$

(13) of binary composite signals as a symmetrical one, assuming that the value set $\{x_i\}$ of this sum on a complex plane and fractions of time when it is contained in each $x_i$ value is symmetrical relative to the directions assumed with each composite signal entering into the $S_i(t)$, $i = 1, M$ sum.

From the symmetric property of the composite signal, $S_{\Sigma}(t)$, relative to each composite signal, $S_i(t)$, we can deduce the orthogonality of the optimal leveling signal, $S_{e}(t)$, with relation to each of the composite signals. Actually, the operation of hard constraint, i.e., the basis of the algorithm of optimal alignment, generates the symmetrical leveling signal from the symmetrical composite signal, $S_{\Sigma}(t)$, and this means that the leveling signal, $S_{e}(t) = S_{a}(t) - S_{\Sigma}(t)$, will be symmetrical.

Hence, it follows that

$$S_{e}(t)S'_e(t) = Q \quad i = 1, M$$

(26)

where $Q$ is a time independent constant. Taking into account this fact, the equality (24) for symmetrical signals can be rewritten as:

$$S_x(t)S'_x(t) = S_a(t)\sum_{i=1}^M S_i(t) - \sum_{i=1}^M S'_i(t)S_i(t) = MQ = 0$$

(27)

The equality (27) can be executed in only one case, when $Q = 0$. This means that the optimal leveling signal, $S_{e}(t)$, is uncorrelated with each of the component signals for the symmetrical composite signals in the sum:

$$S_{e}(t)S'_e(t) = 0 \quad i = 1, M$$

(28)

Equality (28) for the symmetrical sums of signals can be rewritten in this way:

$$S_x(t)S'_x(t) = (S_{a}(t) - S_{e}(t))S'_e(t) = S_{a}(t)S'_e(t) - S_{e}(t)S'_e(t) = 0$$

(29)

Taking into account the orthogonality of the component signals, $S_i(t)$, $i = 1, M$, it follows that

$$S_{a}(t)S'_e(t) = S_x(t)S'_x(t) = |S_e(t)|^2$$

(30)
i.e., at the outputs of correlators in the case of the influence of an optimally aligned symmetrical sum, we receive the same value as in the case of influence for a non-aligned sum, \(S(t)\). This property of the symmetrically aligned sums of signals generally is not incident to arbitrary asymmetrically aligned sums with signal power rescheduling at the outputs of correlators corresponding to components of the sum.

In a later section, we consider the method of construction of the symmetric sums of signals (symmetrization method) from any asymmetrical sums.

The symmetrical sums of composite binary signals with optimal alignment represent the signals with phase modulation. Therefore, for convenience later on, we will refer to these as *multicomponent signals with phase modulation (MSPM)*.

**Examples of Symmetrical Sums of Complex Binary Signals**

Let us consider the following example of a three-component symmetrical MSPM:

\[
S_3(t) = \sum_{i=1}^{3} \theta_i e^{j \psi_i}, \quad \psi_i = \frac{\pi}{3} (i-1) \quad i = 1, 3
\]

This property of the symmetrically aligned sums of signals generally is not incident to arbitrary asymmetrically aligned sums with signal power rescheduling at the outputs of correlators corresponding to components of the sum.

In a later section, we consider the method of construction of the symmetric sums of signals (symmetrization method) from any asymmetrical sums.

The symmetrical sums of composite binary signals with optimal alignment represent the signals with phase modulation. Therefore, for convenience later on, we will refer to these as *multicomponent signals with phase modulation (MSPM)*.

**Examples of Symmetrical Sums of Complex Binary Signals**

Let us consider the following example of a three-component symmetrical MSPM:

\[
S_3(t) = \sum_{i=1}^{3} \theta_i e^{j \psi_i}, \quad \psi_i = \frac{\pi}{3} (i-1) \quad i = 1, 3
\]

The vector diagram of this signal is shown in Figure 3.

The distribution of values of a three-component MSPM is shown in Figure 4. Comparing Figures 3 and 4 we can see the symmetry of distribution of the sum which consists of three signals, \(S(t)\) for \(i = 1, 3\) relative to the value of each signal entering into the sum, \(S(t)\).

The values of the aligned signal are shown in Figure 4 with asterisks located on the circle of radius two. In six cases out of eight, these values coincide with the initial composite signal, \(S(t)\).

As shown in Figure 4, six values of the composite signal lie on the radius circle 2 symmetrically with regard to each of three directions, \(\psi_i = \frac{\pi}{M} (i-1)\) defined by the component signals. The portion of time \(p_i\) when the composite signal takes on each of these values (i.e., the probability value), is equal to \(p_i = 1/8\), \(i = 1, 6\). Two more values in the distribution generated by values \(\psi_i = \theta_i = \psi_i = \pm 1\), with a relative part of time \(p_i = 1/8\), \(i = 7, 8\) are equal to \(x_i = x_i = 0\). Using these values, we can find the average value of the amplitude

\[
\bar{S}_3 = \sum_{i=1}^{8} p_i |S_i| = \frac{1}{8} (0+0) + \frac{1}{8} \cdot 2 = 1.5
\]

and average power of the composite signal

\[
|\bar{S}_3|^2 = \sum_{i=1}^{8} p_i |S_i|^2 = \frac{1}{8} (0+0) + \frac{1}{8} \cdot 2^2 = 3.
\]

Hence, from (16) and (17),

\[
C_{opt} = \frac{|\bar{S}_3|^2}{|S_3|} = \frac{3}{1.5} = 2
\]

and

\[
S_\text{opt} = \sum_{i=1}^{4} 0 e^{j \psi_i}, \quad \psi_i = \frac{\pi}{4} (i-1), \quad i = 1, 4
\]

Provided that \(S(t) = 0\), as noted above, the aligned signal can have any phase if its summary contribution (integral) equals zero for the time frame when \(S(t) = 0\). (This is one quarter of the entire integration time).

As examples of a four-component MSPM, we will consider two composite signals:

\[
S_4^1 (t) = \sum_{i=1}^{4} 0 e^{j \psi_i}, \quad \psi_i = \frac{\pi}{4} (i-1), \quad i = 1, 4
\]

and

\[
S_4^2 (t) = \sum_{i=1}^{4} 0 e^{j \psi_i}, \quad \psi_i = \frac{\pi}{2} (i-1), \quad i = 1, 2
\]

Vector diagrams of these signals are shown in Figures 5a and 5b.
The value distribution of the sums of the two four-component MSPMs in Figure 5 is shown with asterisks in Figures 6a and 6b. From comparison of the latter figures, we can see the symmetry of distributions of the sums from four signals, $S_i(t)$, $i = 1, 4$ relative to the value of each signal entering into sums $S_{i1}(t)$ and $S_{i2}(t)$.

The general number of values in both cases equals 16. However, a portion of the values is repeated twice, and the zero value is repeated four times.

Let us consider the parameters of the first composite signal, $S_{i1}(t)$, which is shown in Figure 5a.

The values of this signal distributed on two circles is shown in Figure 6a. The radius of the larger circle can be found as signal amplitude, for example, when $\theta_1 = \theta_2 = \theta_3 = \theta_4 = 1$,

$$S_{i1}(t) = \frac{4}{i=1} \theta_i e^{j\frac{\theta_i}{4}} = 1 + e^{j\frac{\pi}{4}} + e^{j\frac{\pi}{2}} + e^{j\frac{3\pi}{4}} =$$

$$= 2\sqrt{1 + \sqrt{2}/2} \cdot e^{j\frac{\pi}{4}} = 2.613 \cdot e^{j\frac{\pi}{4}}$$

The radius of the smaller circles has the signal amplitude for the case when $\theta_1 = \theta_2 = 1, \theta_3 = -1$,

$$S_{i2}(t) = \frac{4}{i=1} \theta_i e^{j\frac{\theta_i}{4}} = 1 + e^{j\frac{\pi}{4}} + e^{(-j\frac{\pi}{4})} + e^{j\frac{3\pi}{4}} =$$

$$= 2\sqrt{1 - \sqrt{2}/2} \cdot e^{j\frac{\pi}{4}} = 0.582 \cdot e^{j\frac{\pi}{4}}$$

Hence, the average amplitude value is equal to

$$|S_{i1}(t)|^2 = \frac{1}{2} \left[ 2\sqrt{1 + \sqrt{2}/2} + 2\sqrt{1 - \sqrt{2}/2} \right] =$$

$$= 2(1 + \sqrt{2}/2 + 1 - \sqrt{2}/2) = 2\sqrt{2} = 1.8475.$$  

The average value of signal power, as it must be for the sum of 4 noncorrelated (orthogonal) signals, is equal to:

$$|S_{i1}(t)|^2 = \frac{1}{2} [4(1 + \sqrt{2}/2) + 4(1 - \sqrt{2}/2)] = 4,$$

and

$$\eta_{\text{min}} = 1 - \frac{|S_{i1}(t)|^2}{|S_{i2}(t)|^2} = 1 - \frac{4}{(1 + \sqrt{2})^2} = 0.2714.$$  

Values of the aligned sum of signals are shown in Figure 6a with the asterisks located in circles. The aligned signal takes on one of eight values with equal probability.

Let us now calculate the characteristics of the second composite signal, $S_{i2}(t)$. According to Figure 6b, four of its values are located at zero, two times four values (total eight) are located on a circle of small radius and four single values are located on a big circle.

The radius of a small circle can be found, for example, as the amplitude of a signal when $\theta_1 = \theta_2 = 1, \theta_3 = 1, \theta_4 = -1$. Obviously, the corresponding amplitude will be equal to two. The radius of a big circle can be found as the amplitude of a signal when $\theta_1 = \theta_2 = \theta_3 = \theta_4 = 1$. Thus, we can easily see that the corresponding amplitude is equal to $\sqrt{8} \approx 2.83$. From here we can find $|S_{i1}(t)|$ and $|S_{i2}(t)|$:

$$|S_{i1}(t)| = |S_{i1}(t)| = \frac{1}{16} \left( 4 \cdot 0 + 8 \cdot 2 + 4 \cdot \sqrt{8} \right) = 1 + \frac{\sqrt{2}}{2} \approx 1.707,$$

$$|S_{i2}(t)| = |S_{i2}(t)| = \frac{1}{16} \left( 4 \cdot 0 + 8 \cdot 4 + 4 \cdot 8 \right) = 4,$$

whence we can find

$$\eta_{\text{min}} = 1 - \frac{|S_{i1}(t)|^2}{|S_{i2}(t)|^2} = 0.2714.$$  

The second four-component signal MSPM, $S_{i2}(t)$, is clearly almost two times worse than that of the first signal $S_{i1}(t)$ on LCA.

The considered examples of three- and four-component MSPM signals show how to construct five-, six-, etc., component MSPM signals.

**Symmetrization Method of Arbitrary Sum Signals**

We pointed out earlier that for asymmetrical sums of signals, in the course of carrying out the optimal alignment, the energy redistribution of the aligned signal between the correlators occurs. Let us now consider the optimal alignment of a three-component asymmetrical sum as an example:

$$S_a(t) = \text{sign}(S_a(t)) = \text{sign}\left( \sum_{i=1}^{3} S_i(t) \right) = \text{sign}\left( \sum_{i=1}^{3} \theta_i e^{j\psi_i} \right).$$

In Figure 7 we can see the fourth part of phase diagram of the initial sum $S_a(t)$ which is shown with asterisks. The other three parts are located symmetrically. The vectors of the signals, are shown with the thick lines. The vectors of the signals $S_i(t)$ $i = 1, 3$ resulting from the optimal alignment are shown with the dotted lines. From Figure 7 we can easily obtain the signals' amplitudes at the correlators' outputs of the navigation receiver

$$\{q_{1}, q_{2}, q_{3}\} = \{0.4482 \cdot C_{\text{opr}}, 0.4482 \cdot C_{\text{opr}}, 0.7236 \cdot C_{\text{opr}}\}.$$
i.e., the power of the third signal, occupying quadrature Q, at the output of the corresponding correlator is larger by 2.62 than the power of the first and the second signals combined on the I quadrature.

However, the LCA for such an aligned three-component sum is notably less than the LCA of the symmetrical three-component sum, presented in Figure 3, which is equal to 0.25. In fact, according to Figure 7, the spectrum of values $|S(t)|$ consists of two equiprobable “conditions” $\{1, \sqrt{5}, 1\}$. Hence, we obtain $|S(t)| = \frac{1}{2}(\sqrt{5} + 1)$.

From orthogonality of composite signals, $S(t)$, it follows that $|S(t)| = \frac{1}{2}(5 + 1) = 3$.

From here, according to (20), LCA for the sum presented in Figure 7 is equal to $\eta_{min} = 1 - \frac{(\sqrt{5} + 1)^2}{12} = 0.1273 = 12.73\%$.

It is less by almost half than 0.25, the LCA obtained for the symmetrical three-component sum presented in Figure 3.

One can propose a symmetrization method of the initial sum, $S(t)$. For this purpose, instead of $S(t)$ we will form in turn one of three signals:

\begin{align*}
S_1(t) &= \theta_1(t) + \theta_2(t) + j \cdot \theta_3(t) \\
S_2(t) &= \theta_1(t) + \theta_2(t) + j \cdot \theta_3(t) \\
S_3(t) &= \theta_1(t) + \theta_2(t) + j \cdot \theta_3(t)
\end{align*}

In this regard, each of component signals, $\theta_i(t)$, $i = 1, 3$ is situated on quadrature Q for an equal part (one third) of the time and take up the quadrature I in combination with another component signal for two thirds of the time. In Figure 8 we can see the phase diagrams of a signal (34) in reference to the direction that is given with an arbitrarily chosen component, $\theta_i(t)$.

Given such a direction, in Figure 8 we use the direction of horizontal axes. In Figure 8a we can see the relative phase diagram of the signal (31) for two thirds of the time, when the component $\theta_3(t)$ is situated on quadrature I. Figure 8a shows the portions of time when a composite signal vector will be in the time intervals of component $\theta_3(t)$ location on the quadrature I. The relative phase diagram of the signal (31) is shown in

Figure 8b for one-third of the time when its component $\theta_3(t)$ is situated on the quadrature Q. Figure 8b identifies the portions of time when a composite signal vector will be in the time intervals of component $\theta_3(t)$ location on the quadrature Q.

Figure 8c shows the total relative phase diagram of an MSPM signal (from Equation 31) The fractional values near the asterisks in Figure 8c identify the portions of time that a composite signal vector will be in reference to the direction given by the component $\theta_3(t)$. We see that the total phase diagram is symmetrical in relation to the direction given by the arbitrarily chosen component $\theta_3(t)$. It then follows that the signal (31) is symmetrical and, hence, demonstrates for this signal the property of equivalence proved earlier of aligned signal action on each receiver correlator by the action of the nonaligned signal (with the power reduced by 12.73 percent) and absent of distortions from the action of aligned signal.

Generally, for an arbitrary M-component signal,

\[ S(t) = \sum_{i=1}^{M} a_i \theta_i(t)e^{j\phi_i(t)} \]

the symmetrization procedure consists of forming the time mix of signals with all combinations from the M component
signals on the two-quadrature axis. The number of these is generally \( \leq C_n^k \).

Unfortunately, the permutation of component signals between the quadratures assumed in the symmetrization method is impossible for existing GNSS signals, and in the general case for the users it is equivalent to changing a signal with two-phase modulation (BPSK) to a signal with four-phase modulation (QPSK). A later section considers from a GNSS user’s perspective the particular variants of symmetrization that are not brought to such modification of two or three signals.

In Figure 9 we provide in the form of level lines the dependence of LCA obtained by simulation for a symmetrized three-component signal, \( \alpha_1 \theta_1(t) + \alpha_3 \theta_3(t) + j \alpha_2 \theta_2(t) \), in coordinates B and L, introduced in the first section of this article.

From Figure 9 we see that the LCA maximum value is reached at \( B = \arctan(\sqrt{2}/2) \) and \( L = \pi/4 \), which is equivalent to \( \alpha_1 = \alpha_2 = \alpha_3 \), and equals \( \eta = 0.1273 \).

Comparing Figure 9 with LCA \( \eta_{\text{int}} \) (for interplex modulation), we see that for all correlations, \( \alpha_1, \alpha_2, \alpha_3 \), LCA \( \eta_s \) (the symmetrized signals with optimal alignment) have become quite less than at interplex modulation.

If we have equal powers of component signals, we can reach almost double gain (0.1273 and 0.25). For the accepted ratio in Galileo, \( \alpha_1^2 = \alpha_2^2 = \alpha_3^2 = 1/2 \), we get \( \eta_{\text{int}} = 1/9 = 0.11 \) against

\[
\eta_s = \frac{1}{2} \left( 1 - \frac{2\sqrt{2}}{3} \right) \approx 0.028
\]

For GPS, if \( \alpha_1^2 = 2 \alpha_3^2 = 1 \), \( \eta_{\text{int}} = 1/6 = 0.167 \) against

\[
\eta_s = \frac{1}{2} \left( 1 - \frac{3\sqrt{3}}{3} \right) \approx 0.067
\]

**Optimal Phases for Multi-Component Signal Sums Using Minimum LCA Criterion**

By the method of numerical search and also using numerical sorting of all phases \( \psi_i \), we found the optimal value of the phases for three- and four-component sums of the signals providing the minimum value of LCA in the course of optimal alignment as described earlier. For three-component signals at any ratio of amplitudes, only one minimum is reached at \( \{\psi\} = \{0, 0, \pi/2\} \) or any other permutation of phase components (asymmetrical signal). Thus for equal amplitudes, the minimum LCA value is equal to \( \eta = 0.1273 \).

Four-component signals have two similar minimums: \( \eta_i = 0.1464 \), obtained if \( \{\psi\} = \{0, \pi/4, \pi/2, 3\pi/4\} \) (symmetrical sum), and \( \eta_i = 0.1432 \), achieved if \( \{\psi\} = \{0, 0, 0, \pi/2\} \) or at any other combination with the arrangement of three components on one quadrature and one component on another one (asymmetrical sum). The preferred relationship should be the first phase distribution, \( \{\psi\} = \{0, \pi/4, \pi/2, 3\pi/4\} \), as it is symmetrical and the loss coefficient, \( \eta_i = 0.1464 \), corresponding to this arrangement is insignificantly less than the absolute minimum \( \eta_{\text{int}} = 0.1432 \).

**Synthesis of AltBOC Signal**

AltBOC modulation was developed for the transmission of two independent pairs of orthogonal binary signals

\[
S_1(t) = \theta_1(t) \cdot e^{j\psi_1} \\
S_2(t) = \theta_2(t) \cdot e^{j\psi_2}
\]

where \( \theta_1(t) = \theta_{11}(t) + j\theta_{12}(t) \) and \( \theta_2(t) = \theta_{21}(t) + j\theta_{22}(t) \) are complex binary signals with two quadratures, \( \theta_{11}(t), \theta_{12}(t), \theta_{21}(t), \theta_{22}(t) \) taking the value \( \pm 1 \), emitted on the different, but nearby carrier frequencies \( \omega_1, \omega_2 \), through the common antenna. Given that \( \theta_1(t), \theta_2(t) \) are binary, their phases take the values, \( (2k + 1) \cdot \pi/4, k=0,3 \).

Let us consider the optimal LCA minimum AltBOC-like signal as a generalization of the optimal four-component MSPM signal considered in previous sections with \( \eta = 0.1464 \). It is not difficult to ascertain that this coincides with

\[
S_3(t) = e^{-j\psi_1} \left[ \theta_1(t) + \theta_2(t) \cdot e^{j\psi_2} \right]
\]

within the substitution \( \theta_{11} = \theta_1, \theta_{12} = \theta_3, \theta_{21} = \theta_2, \) and \( \theta_{22} = \theta_4 \). If we represent

\[
\theta_i(t) = \sqrt{2}e^{j\frac{\pi}{4}(k_i - 2i)}
\]

where a clear connection \( k_i \) with \( \theta_{11}, \theta_{12} \), is defined by Table 1.

<table>
<thead>
<tr>
<th>( k_1 )</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{11} )</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>( \theta_{12} )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>( \theta_{21} )</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 1** Connection \( k_i \) with \( \theta_{11}, \theta_{12} \)

\[
S_3(t) \text{ can be presented as}
S_3(t) = \sqrt{2}e^{j\frac{\pi}{4}(k_1 - 2i)} + e^{j\frac{\pi}{4}(k_2 - 2i)}
\]

For generation of an AltBOC-like signal, the components \( \theta_1(t) \) and \( \theta_2(t) \) should be shifted on the frequencies \( \omega_1 \) and \( \omega_2 \), i.e., the signal becomes:
where $\delta_i(t)$ are approximations of the linearly varying phase, $\omega_i(t)$, of frequency shift, which we will soon choose. Removing the average geometrical of summands from the square brackets, we now have:

$$S_x(t) = \sqrt{2} e^{\frac{i\pi}{4} \left[ \theta_1(t) e^{\delta_1(t)} + \theta_2(t) e^{\delta_2(t)]}} =$$

$$= \sqrt{2} e^{\frac{i\pi}{4} \left[ e^{i\pi/2 (k_2(t) - k_1)} e^{\delta_1(t) + \frac{\pi}{2} (k_2(t) - k_1)} + e^{i\pi/2 (k_2(t) - k_1)} e^{\delta_2(t) + \frac{\pi}{2} (k_2(t) - k_1)} \right]},$$

where $\delta_i(t)$ are approximations of the linearly varying phase, $\omega_i(t)$, of frequency shift, which we will soon choose. Removing the average geometrical of summands from the square brackets, we now have:

$$\delta_+ = \frac{\delta_1(t) + \delta_2(t)}{2}, \delta_- = \frac{\delta_2(t) - \delta_1(t)}{2}. The value of signal amplitude is equal to

$$|S_x(t)| = \sqrt{2} e^{\frac{i\pi}{4} \left[ \frac{\pi}{2} (k_- (t) + \frac{1}{2} + \delta_- (t)) \right]}.$$

Taking into account that $|\cos(x)|$ has the period $\pi$, the summand under a cosine can be considered modulo $\pi$ and we can suppose that $k_- = \text{mod}(k_2, -k_1, 4)$, that is takes values 0…3. For equally probable values, $\theta_{ij}(t)$, $i, j = 1, 2$, the distribution of $k_1$ and $k_2$ is obviously uniform in $[0, 3]$. It is not difficult to make sure that modulo $k_-$ are also equiprobable. Summation with an arbitrary constant maintains a probability distribution that is equiprobable.

This implies that, if $\delta_i(t)$ is divisible by $\pi/4$, then the probability distribution of the modulo 4 cosine argument does not change. Distribution of $|S_x(t)|$ at that point remains the same as well, i.e., the optimal value LCA = 0.1464. This is why $k_-$ has four equally probable values 0, 1, 2, 3. It is not difficult to make sure that modulo $k_-$ are also equiprobable. Summation with an arbitrary constant maintains a probability distribution that is equiprobable.

Expression (42) defines the phase value state. Comparison of $k$ values for all $\theta_1(t), \theta_2(t)$, and $t_i$ to Table 6 in the Galileo OS SIS ICD —republished here as Table 2— demonstrates their full coincidence. This shows that the E5 Galileo signal can be considered as a particular case of the aligned four-component signal.

For the prospective signals L3 and L5 in the GLONASS system, we propose frequencies that are equal to 1175 fb and 1150 fb (fb = 1.023 MHz), respectively, and we also apply two-component signals with symbol duration of ranging code $\tau = 1/10fb$. The application of the AltBOC signal with its symmetrical subcarriers is assumed to generate the carrier on $f_0=1162.5$ fb frequency. Such a value is inconvenient for the frequency synthesizer and gives rise to increasing phase noise within that system element.
The value $f_0 = 1160 \ Hz$, where $f_1 = -10 \ Hz$ and $f_2 = 15 \ Hz$ is more acceptable. For such a signal, $f_2 - f_1 = 25 \ Hz$, $\tau_1 = \tau_2 = 1/10 \ Hz$, and $f_2 + f_1 = 5 \ Hz$. The condition (45) is carried out at $r_1 - r_2 = 10$.

The concept of GLONASS system development provides for signal integration which has BOC(1,1) modulation on the frequency range $L_1$ GPS $1540 \ Hz = 1575.42 MHz$.

It is reasonable to integrate the aforementioned signal with the BOC(5, 2.5) signal in the $L_1$ range of the GLONASS system, which can be considered as a two-component code signal on frequency $1565 \ Hz$ with $\tau_2 = 10/Hz$.

Let us suppose a signal on the $1540 \ Hz$ frequency has two components (pilot and data) with $\tau_1 = 1/4 Hz$, and equipotent signal with $L_1$ GLONASS signal on $1565 \ Hz$ frequency. Expression (45) will then have the following result: $25Hz = 4 \ Hz r_1/4$, $25Hz = 10Hz r_2/4$ and meet the requirements if $r_1 = 25$ and $r_2 = 10$. If we choose $f_0 = 1550 Hz$, then $f_1 = -10Hz f_0$, $f_2 = 15Hz f_0$, and $f_3 = 5Hz f_0$.

We should remind the reader that all considered variants of signal integration have the loss coefficient on alignment (LCA) $\eta = 0.1464$, the lowest possible coefficient for the sum comprised of four signals with equal power.

### Alignment of Three-Component Signal

Alignment of the three-component signal is necessary for both the $L_1$ GPS signal and the $E6$ and $E1$-$L1$-$E2$ Galileo signals. Let us specifically consider the opportunities of alignment for the three-component signal, which differ from the symmetrization method. These are based on application of signal type: $S(t) = \theta_1(t) + j\theta_2(t) + \alpha \theta_3(t)e^{j\delta(t)}$, where $\delta(t)$ equiprobably accepts 0 and $\pi/2$ values. Contrary to interplex modulation, the complex-valued vector of signal $\alpha \theta_3(t)e^{j\delta(t)}$ interchangeably takes quadratures with signals $\theta_1(t)$ or $\theta_2(t)$. Therefore, the optimal alignment keeps the signal powers equal, $\theta_1(t)$ and $\theta_2(t)$, in the outputs of the respective correlators.

The correlator’s output for the third signal depends on $\alpha$. As already mentioned, for equal signals, $a_1 = a_2 = a_3$ because restriction of the power at the correlators’ outputs for signals pertaining to one quadrature is far less than for the signals pertaining to the other quadratures, i.e., the third signal always takes up a quadrature with the first and second signals, which gives a lower response at the output of the corresponding correlator. Clearly however, if we increase $\alpha$ we can achieve any power ratios at the correlators’ outputs, for example they can be equal.

Definition of the corresponding value of $\alpha$ is reduced to the analysis of the correlators’ outputs $q_1, q_2, q_3$, under the action of a strictly limited signal with single amplitude:

$$q_1 = q_2 = q_3 = \frac{1}{4} \left[ \frac{2 + \alpha}{(1 + \alpha)^2 + 1} + \frac{2 - \alpha}{(1 - \alpha)^2 + 1} \right].$$

Setting the outputs equal to each other, $q_1 = q_2 = q_3$, gives us the equation for

$$\alpha_s = \sqrt\left(9 - \frac{\gamma}{17}\right) \approx 1.104.$$

At this value, $\alpha_s$ outputs of all three correlators are equipotent. For definition of the corresponding LCA, we must find the value of the amplitudes and of their average value, the power $\mathbb{E}\left[S^2(t)\right] = 2 + \alpha^2$ and make use of the general formula (22). In this regard we obtain:

$$\eta = \frac{1}{2} \left( 1 - \frac{\sqrt{\alpha^4 + 4}}{\alpha^2 + 2} \right).$$

Substituting $\alpha_s = 1.104$ gives the value $\eta = 0.136$, which is slightly worse than $\eta = 0.1273$, which is achieved by symme-
trization, but essentially better than \( \eta = 0.25 \), as in interplex modulation.

A function selection \( \delta(t) \) remains to be concretized. Two possible selections are obvious. The first one appears to be a convenient alternative (or expansion) of the AltBOC-like signal for generation of the double frequency three-component signal. For this purpose, we should choose

\[
\delta(t) = \frac{\pi}{2} t \delta \quad \text{at} \quad t \in \left[ (t_0 - 1)h, t_0 h \right], \quad t_0 = 1, 2, \ldots ,
\]

which is equivalent to the phase step approximation \( +2\pi f t \) of the third signal with frequency shift \( f = \pm 1/4h \). As a result of such a selection for \( \delta(t) \) we receive the integration of three binary phase signals (BPSK), with one of these signals shifted relative to the others on frequency, \( f = \pm 1/4h \). From the user’s point of view, these three signals will have equal power.

The second selection of \( \delta(t) \) can be used if the frequency shift of the third signal is unacceptable. In this case

\[
\delta(t) = \frac{\pi}{4} \left[ 1 + \sin \left( \frac{\pi t}{\tau} \right) \right]
\]

where \( \sin(x) = \text{sign}(\sin(x)) \) and \( \delta(t) \) takes the value 0 or \( \pi/2 \) in alternating fashion. In this case, the third signal becomes the quadrature phase signal (QPSK), but the first and the second ones remain the usual BPSK signals.

**Conclusion**

The theory of optimal alignment of the GNSS navigation signals sum is developing. A review of applicable alignment methods is presented. Alignment methods for the synthesis of summarized signals on the LCA minimum criterion is developed. Examples of sums of composite signals are considered. Symmetrization methods of arbitrary signal sums are also considered. Concrete examples of new GLONASS signal synthesis are proposed.
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